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Problem 1. 1. Prove that the le� (or right) dual of an object is essentially unique. (It is unique up to a unique

isomorphism).

Solution. We do it for the right dual: Let V be a right dualizabable and let (V1, b1, d1) and (V2, b2, d2) two
right dual of V . �emorphism (d1⊗⊗idV2

)◦a−1V1,V,V2
◦(idV1

⊗bV2
) and (d2⊗⊗idV1

)◦a−1V2,V,V1
◦(idV2

⊗bV1
)

are mutually inverse and the diagrams which should commute indeed commute. One can compute everything
diagrammatically. On the other hand if f is an isomorphism between V1 and V2, one can once more compute
diagramtically f and show that it is equal to: (d1 ⊗⊗idV2) ◦ a−1V1,V,V2

◦ (idV1 ⊗ bV2).

2. Suppose C is autonomous and V is an object of C. Show that there are canonical isomorphisms: ∨(V ∨) '
V ' (∨V )∨.

Solution. Like for the previous question we can do everything diagrammatically.

3. Let us consider the category K-Vect of K-vector spaces, with its usual tensor structure. Prove that an
object of K-Vect is le� (or right) dualizable if and only if it is �nite dimensional.

Solution. IfV is �nite dimensional, it is clear that the (usual) ofV is a right dual (and le�) dual ofV , in this case
d is the evaluation. And if e1, . . . en is a base of V and e?1, . . . , e

?
n, the dual base of V

?, then b(1) =
∑
i ei⊗e?i .

If V is not �nite dimensional, suppose, that it is right dualizable. Wemight right d(1) =
∑
i ei⊗λi ∈ V ⊗V ∨.

�en, the image of the map (idV ⊗d)◦aV,V ∨,V ◦ (b⊗ idV ) is included the span of the ei and is therefor �nite
dimensional. �is is absurd, since this map is suppose to be the identity of V .

4. Let us consider the category Cob(k + 1) whose objects are oriented k-dimensional manifold and whose
morphisms are (k + 1)-dimensional cobordism. Prove that the disjoint union turns this category into a
tensor category.

Solution. It is even a strict tensor cateogry. �e unit is of course the empty set, the tensor product at the level
of morphism is given by the disjoint union as well.

5. Prove that every object in Cob(k + 1) is le� (or right) dualizable.
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Solution. Let M be a oriented k-manifold, then (−M, bM , dM ) is a right (and le�) dual for M where −M
is the manifoldM with the opposite orientation, bM is the cylinderM × [0, 1] thought as a cobordism from
the empty set toM t −M and bM is the same cylinder thought as a morphism from −M tM to the empty
set.

6. A tensor catogory (C, I, a, r, l) is symmetric if there exists a natural isomorphism between s between •⊗•
and •

τ
⊗ • (wehre A

τ
⊗ B := B ⊗ A, and similarly for morphisms) such that for any triple of objects

(A,B,C) of C such that the following diagrams commute:

A⊗ I
sA,I //

rA
""

I ⊗A

lA||
A

(A⊗B)⊗ C

aA,B,C

��

sA,B⊗idC// (B ⊗A)⊗ C

aB,A,C

��
A⊗ (B ⊗ C)

sA,B⊗C

��

B ⊗ (A⊗ C)

idB⊗sA,C

��
(B ⊗ C)⊗A

aB,C,A

// B ⊗ (C ⊗A)

A⊗B
sA,B

%%

idA⊗B

// A⊗B

B ⊗A

sB,A

99

Prove that in a symmetric tensor category every the notion of le� dual and of right dual coincide.

Solution. �anks to the �rst question and of the symmetry between right and le�, we only have to show that
in a symmetric category, a right dual of an object is, also a le� dual. If (V ∨, b, d) is a right dual of V , then
one can check that (V ∨, sV⊗V ∨ ◦ b, d ◦ sV ∨⊗V ) is a le� dual (diagrammatically for example).

7. Prove that in a symmetric right autonomous tensor category there is a good notion of trace.

Solution. �e real question is: what is a “good” notion of trace. A possible answer is: for every object V a map
from End(V ) to End(I) such that if f ∈ Hom(V,W ) and g ∈ Hom(W,V ), then tr(f ◦ g) = tr(g ◦ f). Let
f ∈ End(V ), we de�ne the trace of f by the following composition:

tr(f) = bV ◦ sV ∨⊗V ◦ (f ⊗ idV ∨) ◦ bV .

One can check diagrammatically that tr(f ◦ g) = tr(g ◦ f).

8. What is the trace in Cob(n) ?

Solution. �e trace of a cobordismW : M →M . is the manifoldW/idM where the two boundary component
are identi�ed. �is is indeed a closed manifold and can be therefor thought as a morphism from the emptyset
to the empty set.

Problem 2. Let H be a Hopf algebra over a �eld K. Let a ∈ H and de�ne

ada : H → H,

ada(x) :=
∑
(a)

a(1) · x · S(a(2)).
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1. Show that ad : H ⊗H → H, a⊗ x 7→ ada(x) de�nes the structure of a le�H-moduleHad = (H, ad) on
H . Had is called the adjoint module of H .

Solution. �e map ada is linear, since the multiplication in H is bilinear. For associativity take a, b, x ∈ H

ada(adb(x)) =
∑
(b)

adab(1)xS(b(2))

=
∑
(a)

∑
(b)

a(1)b(1)xS(b(2))S(a(2))

=
∑
(a)

∑
(b)

a(1)b(1)xS(a(2)b(2)) S is an anti-algebra hom.

=
∑
(ab)

(ab)(1)xS((ab)(2)) ∆ is an algebra-hom.

= adab(x)

We still have to see ad1(x) = x:

ad1(x) = 1 · x · S(1) = x · 1 = x

2. Show that the multiplication µ : Had ⊗Had → Had is a homomorphism of H-modules.

Solution.∑
(a)

ada(1)(x)ada(2)(y) =
∑
(a)

a(1) · x · S(a(2)) · a(3) · y · S(a(4))

=
∑
(a)

a(1) · x · ε(a(2)) · 1 · y · S(a(3)) antipode axiom

=
∑
(a)

a(1) · x · y · S(a(2)) counit and unit axiom

= ada(xy)

3. Show that if ε(a) = 1, ada preserves the counit and the unit.

Solution. Unit:

ada(1) =
∑
(a)

a(1) · 1 · S(a(2))

=
∑
(a)

a(1) · S(a(2)) unit axiom

= ε(a) · 1 ε(a)=1
= 1 antipode axiom
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Counit:

ε(ada(x)) =
∑
(a)

ε(a(1)) · ε(x) · ε(S(a(2))) ε algebra morphism

=
∑
(a)

ε(a(1)) · ε(x) · ε(a(2)) S coalgebra homomorphism

= ε(a) · ε(x)
ε(a)=1

= ε(x) counit axiom

4. Suppose a is group-like. Show that ada preserves the comultiplication, i.e.

(ada ⊗ ada) ◦∆ = ∆ ◦ ada.

Solution. ∑
(adax)

(adax)(1) ⊗ (adax)(2)

=
∑

(axS(a))

(axS(a))(1) ⊗ (axS(a))(2) ∆(a) = a⊗ a

=
∑

(a)(x)(S(a))

a(1) · x(1) · (S(a))(1) ⊗ a(2) · x(2) · (S(a))(2) ∆ is alg. hom.

=
∑

(x)(S(a))

a · x(1) · (S(a))(1) ⊗ a · x(2) · (S(a))(2) ∆(a) = a⊗ a

=
∑
(x)(a)

a · x(1) · S(a(2))⊗ a · x(2) · S(a(1)) S anti-coalg. hom.

=
∑
(x)

ax(1)S(a)⊗ ax(2)S(a) ∆(a) = a⊗ a

=
∑
(x)

ada(x(1))⊗ ada(x(2))

Problem 3. Let H be a bialgebra and V a sub-space of H . Let us denote by Il, Ir and I2 respectively the le�,
right and bi-sided ideal generated by V .

1. Prove that if ∆(V ) ⊂ I• ⊗H then ∆(I•) ⊂ I• ⊗H for • = l, or 2.

2. Prove that if ∆(V ) ⊂ H ⊗ I• then ∆(I•) ⊂ H ⊗ I• for • = l, or 2.

3. Prove that if ∆(V ) ⊂ H ⊗ I• + I• ⊗H then ∆(I•) ⊂ H ⊗ I• + I• ⊗H for • = l, or 2.

4. Prove that if ε(V ) = {0}, then ε(I•) = {0}.

5. From now on we suppose thatH is a Hopf algebra with antipode S. Prove that if S(V ) ⊂ Il then S(Ir) ⊂
Il.

6. Prove that if S(V ) ⊂ Ir then S(Il) ⊂ Ir .

4



7. Prove that if S(V ) ⊂ I2 then S(I2) ⊂ I2.

Problem 4. In this problem we will construct Hopf algebra with antipode of any even order. Let F be the free
non-commutative algebra with on three variable X , Y and Z .

1. Prove that the following data yields a well de�ned bi-alegra:

∆(X) = X ⊗X, ε(X) = 1,

∆(Y ) = Y ⊗ Y, ε(Y ) = 1,

∆(Z) = 1⊗ Z + Z ⊗X, ε(Z) = 0.

2. Prove that the two sided ideal I generated by XY − 1 and Y X − 1 is a bi-ideal. We write H = F/I .

3. Prove that H is a Hopf algebra (�nd the antipode S).

4. Prove that S has in�nite order.

5. Let, n be a natural number. Starting from H construct a Hopf algebra with antipode of order 2n.
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